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a  b  s  t  r  a  c  t

We  provide  a modeling  framework  that  fully  couples  a one-dimensional  physical  mixed  layer  model,  a
biogeochemical  model,  and  an  upper  trophic  level  fisheries  model.  For  validation  purposes,  the  model
has  been  parameterized  for the  pelagic  Eastern  Pacific  Subarctic  Gyre  ecosystem.  This  paper  presents  a
thorough  description  of  the  model  itself,  as  well  as an  ensemble-based  parameterization  process  that
allows  the  model  to  incorporate  the  high  level  of  uncertainty  associated  with  many  upper  trophic  level
predator-prey  processes.  Through  a  series  of  model  architecture  experiments,  we  demonstrate  that  the
use  of  a consistent  functional  response  for all predator-prey  interactions,  as  well  as  the  use  of density-
dependent  mortality  rates  for  planktonic  functional  groups,  are  important  factors  in reproducing  annual
and seasonal  observations.  We  present  the  results  of a 50-year  climatological  simulation,  which  demon-
strates that  under  contemporary  physical  forcing,  the  model  is  capable  of  reproducing  long-term  seasonal
dynamics  in  primary  production  and  biogeochemical  cycling,  while  maintaining  steady-state  coexistence
of upper  trophic  level  functional  groups  at levels  consistent  with  observations.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

In the past decade, fisheries management efforts have placed
increased emphasis on ecosystem-based management, where the
interactions between a target stock species and its physical and
biological environment are considered in addition to sustainability
of the stock itself (e.g. Link, 2010). At the same time, global-
scale climate models that historically focused only on physical and
biogeochemical variables are increasingly incorporating biological
variables (Denman et al., 2007). With these shifts, the histori-
cal separation between climate modeling and fisheries modeling
is closing, with increased interest in the concept of end-to-end
models, i.e. models that incorporate dynamics from physics to top
predators (Travers et al., 2007; Fulton, 2010).

In their review of over fifty different fisheries models, Keyl
and Wolff (2008) demonstrated that the incorporation of environ-
mental and climate variability in almost all cases increased the
predictive power of the model. They also noted that in many cases,
the use of a climate index, such as the Pacific Decadal Oscillation
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(PDO) or North Atlantic Oscillation (NAO), had more predictive
power than any single local environmental variable, such as sea
surface temperature, due to the collective nature of a climate index
in incorporating many different physical changes. However, while
climate indices can demonstrate correlation between climate vari-
ability and ecosystem dynamics, they fail to provide a mechanistic
link between the physical and biogeochemical changes and higher
trophic level dynamics. Such mechanistic linkages are particularly
essential for reliable projections of climate change impacts as the
baseline upon which empirical relationships are based changes
(Stock et al., 2011).

A variety of modeling methodologies have been introduced in
recent years to resolve the mechanistic connections between envi-
ronmental variability and upper trophic level dynamics (Travers
et al., 2007; Plaganyi, 2007; Fulton, 2010). Some of these couple
biogeochemical–physical models to species-focused individual-
based or bioenergetics models, e.g. the SEAPODYM model for tuna
(Lehodey et al., 2008) and the NEMURO.FISH model for herring and
saury (Megrey et al., 2007). While this allows for detailed investi-
gation of the effect of the environment on the target fish species,
most models of this type do not explicitly resolve ecosystem
dynamics between the modeled fish species and its predators and
competitors, or take into account community reorganization that
could result from changing climate. Other efforts have added lower
trophic level forcing with modeled or observed primary production
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Fig. 1. The Eastern Subarctic Gyre region, for the purposes of this study, is defined
as  the region north of 40◦N and east of 170◦W, excluding the continental shelf. The
location of Ocean Station Papa (OSP) is also shown.

to established food web models, such as with Ecopath with Ecosim
(Christensen and Walters, 2004) and ATLANTIS (Fulton et al., 2004,
2004); this allows resolution of feedbacks between various func-
tional groups in an ecosystem in response to climate variations,
but does not allow two-way feedback of these effects back down
to the level of primary production or biogeochemistry. Size-based
efforts, such as APECOSM (Maury, 2010) provide a simple frame-
work to look at flows through the entire food chain, though they
lack resolution of individual species or functional groups.

Here, we introduce a modeling structure that combines a fish-
eries food web model, a biogeochemical model, and a physical
model into a fully coupled end-to-end ecosystem model. The goal
of this framework is to represent the primary trophic interactions
of an ecosystem and their response to both bottom-up climate
variability and top-down predation changes in a fully integrated
manner. The challenge in constructing a model of this type derives
from the high level of uncertainty associated with measurements
and calculations of upper trophic level feeding and growth param-
eters, as well as the sensitivity of lower trophic level plankton
dynamics to mortality rates that are altered by direct modeling of
upper trophic level predation (Yoshie et al., 2007). Furthermore,
differences in modeling approaches that traditionally have been
used for plankton ecosystems versus fisheries food webs can exac-
erbate these issues by introducing subtle dynamical differences
that lead to significant changes over long time scales. We will
describe an approach that addresses these challenges, producing
an ensemble of simulations capable of reproducing long-term sea-
sonal dynamics in primary production and biogeochemical cycling,
while maintaining steady-state coexistence of upper trophic level
functional groups at levels consistent with observations under
contemporary physical forcing. Critical aspects of the coupling
between plankton ecosystem and fisheries food web models that
are required to achieve such robust simulations are identified
through a series of sensitivity tests.

While the modeling framework proposed here is generic to any
ecosystem, for this study we have tailored the parameterization to
the Eastern Subarctic Gyre of the North Pacific (Fig. 1). This region
is an important foraging ground for a variety of epipelagic species
(Brodeur et al., 1999), and a rearing and growth area for commer-
cially important Pacific salmon (Aydin et al., 2005). The climate of
this location is heavily influenced by variations in the Aleutian Low
Pressure system, resulting in decadal scale variability in physical
properties such as sea surface temperature, precipitation, down-
welling, and stratification (Mantua et al., 1997; Francis et al., 1998).
Numerous studies have demonstrated corresponding population
changes in the biology at multiple trophic levels, including that of
phytoplankton (Polovina et al., 1995), zooplankton (Brodeur and
Ware, 1992), and salmon (Beamish and Bouillon, 1993). Because

the region demonstrates this decadal-scale climate variability and
supports commercially important fisheries, and previous studies
have led to a relatively high number of both biogeochemical and
fisheries datasets, it makes a convenient testbed for an end-to-end
ecosystem model.

2. Methods

2.1. The water column ecosystem model framework

The end-to-end ecosystem model framework developed here is
based on three different components: a one-dimensional physical
mixed layer model component, a lower trophic level biogeochem-
ical component based on the NEMURO model (Kishi et al., 2007),
and an upper trophic level food web component based on the Eco-
path with Ecosim model (Christensen and Walters, 2004). The three
components are fully coupled, allowing the simulation of feedbacks
between the physical environment and all levels of the food chain.

2.1.1. The physical model
The physical model used in this study simulates the seasonal

evolution of a one-dimensional water column, resolved vertically
and forced at the surface by winds, shortwave radiation, and air
and dew point temperatures. Simulations were run under clima-
tological conditions at a single location (Ocean Station Papa, 50◦N,
145◦W). Because advective processes are minimal in the gyre, a
one-dimensional model can capture the predominant processes
at this location (Denman and Miyake, 1973), and analysis of the
major water masses in the region indicates similar salinity, tem-
perature, and nutrient profiles throughout the Alaska Gyre region
(north of the Subarctic Current and excluding the shelf region)
(Wong et al., 2002). Therefore, for our purposes, we consider this
one-dimensional water column to be representative of the entire
gyre region.

Salinity is relaxed towards a depth- and time-resolved time-
series on a 7-day timescale, which allows salinity profiles to
respond to storm events (2–3 days) but preserves the seasonal
evolution of the salinity field. Observed winds are translated to
surface wind stresses using the bulk formulae of Large and Pond
(1981). Latent and sensible heat fluxes are calculated from the
wind speed, air-sea temperature difference, and dew point tem-
perature using the bulk formulae of Friehe and Schmitt (1976).
Longwave radiation losses are calculated using the Efimova for-
mula, per Simpson and Paulson (1979).  We assume 45% of the
incoming shortwave radiation is photosynthetically available, with
a background attenuation of 0.15 m−1; self-shading by phytoplank-
ton is applied within the primary production calculations but does
not feed back to the physical state variables. Mixing is calculated
following the Mellor-Yamada 2.5 algorithm with a background dif-
fusivity of 1.0 × 10−4 m2 s−1, over a water column of 500 m depth
with a vertical grid spacing of 10 m. See Appendix A for further
details of the physical model formulation.

2.1.2. The lower trophic level biogeochemical model
The NEMURO (North Pacific Ecosystem Model for

Understanding Regional Oceanography) model is a
nutrient–phytoplankton–zooplankton model developed to study
the interactions between the planktonic communities of the North
Pacific and their environment. The model tracks 11 state vari-
ables: small and large phytoplankton; small, large, and predatory
zooplankton; nitrogen in the forms of particulate and dissolved
organic nitrogen (PON and DON, respectively), nitrate (NO3), and
ammonium (NH4); and silica as particulate opal and silicic acid
(Si(OH)4) (Kishi et al., 2007). Since its origin, many variations
on the NEMURO model have been developed (Werner et al.,
2007; Kishi et al., 2010). These include spatial variations ranging
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Table  1
Ecopath variables (Table 2, Aydin et al., 2003). For units, M = mass, A = area, and T = time.

Parameter Description Units Source

B Biomass MA−1 Survey estimates, sampling programs,
stock assessments

P/B  Production per unit biomass T−1 Mortality rates, growth rates,
bioenergetics models

Q/B  Consumption per unit biomass T−1 Bioenergetics models, gut content
analysis

DC  Diet composition, i.e. fraction of predator’s diet composed
of each prey

Gut content analysis

Y Fisheries catch MA−1T−1 Fisheries statistics
BA Biomass accumulation MA−1T−1 Biomass trend data
E  Net migration MA−1T−1 Migration studies
EE  Ecotrophic efficiency, i.e. the fraction of a group’s

production that is passed up the food chain. A value of 1
implies that all loss is due to predation; a value of 0
implies that the group has no predators and all loss is due
to non-predatory processes, such as old age or disease.

Estimated by Ecopath or set at a
standard level to estimate biomass

GE  Gross growth efficiency. GE = P/Q
GS Fraction of ingested food that is not assimilated.

from surface-layer only (Kishi et al., 2007) or one-dimensional
water column physics (Fujii et al., 2007) to three-dimensional
regional models (Aita et al., 2007); versions that incorporate the
carbon cycle (Fujii et al., 2007); and NEMURO.FISH, which adds
a bioenergetic component for certain fish species (Megrey et al.,
2007).

In this study, we use a version of the NEMURO model based
on Kishi et al. (2007) with a few modifications. First, we replaced
the Steele light curve (Steele, 1962) with a Platt curve (Platt and
Jassby, 1976), reducing the effect of photoinhibition at higher light
levels. We raised the maximum grazing rate of small zooplankton
from 0.4 day−1 to 0.8 day−1 to be consistent with observed allo-
metric relationships for zooplankton (Hansen et al., 1997). In order
to reflect the difference in sinking behavior between small phyto-
plankton, which usually have low export- and f-ratios, and larger
phytoplankton whose blooms sink and contribute to export out of
the surface layer, we rerouted half of the small phytoplankton non-
predatory losses from the particulate sink (PON) to the dissolved
nitrogen pools (DON and NH4). We also rerouted the egestion of
microzooplankton to the dissolved nitrogen pools to be consistent
with the observed importance of microzooplankton egestion to dis-
solved organic matter (Nagata, 2000). Finally, we lowered the silica
dissolution rate to 1/(23 day), in line with globally averaged surface
observations (Van Cappellen et al., 2002).

In addition to these parameter adjustments, we introduced a
simple iron cycle to the model. In previous versions of NEMURO,
iron limitation has been approximated through parameteriza-
tion by reducing the growth rates of iron-limited phytoplankton
(Denman and Pena, 1999). The Eastern Subarctic Gyre is a high-
nutrient, low-chlorophyll region where iron plays a key role in
limiting growth, and we found we were unable to create a simula-
tion that produced realistic large phytoplankton (diatom) blooms
while also maintaining surface nutrients at observed levels with-
out explicitly including the effects of iron limitation. Therefore, we
added additional iron dynamics following the model of Fiechter
et al. (2009).  This model adds an iron limitation term to the already-
existing nitrogen, silica, and light limitation terms that moderate
gross primary production; iron limitation is based on the iron to
carbon ratio within phytoplankton cells, and allows for luxury iron
uptake during iron-rich conditions.

In addition to its incorporation into the fully coupled model
described below, this version of NEMURO was used for compari-
son and parameterization purposes. Table 5 includes the full list of
parameters used when running NEMURO in its standalone form.
In this form, it is run within the physical model described above
but not coupled to any upper trophic level dynamics. Loss to higher

trophic levels is approximated through a quadratic mortality clo-
sure term.

2.1.3. The upper trophic level model
The Ecopath with Ecosim model has become a widely used

tool in fisheries science for constructing food web models. The
Ecopath idea, originally described by Polovina (1984) and later
developed into a more comprehensive software package with addi-
tional components for time-dynamic (Ecosim) and spatially explicit
(Ecospace) simulations (Christensen and Walters, 2004), uses the
concept of ecosystem mass balance in order to consolidate a wide
range of fisheries-based data into a coherent picture of biomass or
energy fluxes between various ecosystem components. The mass-
balance model consists of a set of linear equations describing the
flux of biomass into and out of each functional group in the food
web. Depending on the focus of an individual study, functional
groups can refer to specific species or more general groups of
species that share certain growth and diet characteristics, as well
as detrital pools and fishing gears associated with the ecosystem.
The primary equation for the Ecopath model states that fluxes into a
functional group must balance fluxes out of the group or contribute
to a known accumulation of biomass:

Bi

(
P
B

)

i︸ ︷︷  ︸
production

=
∑

j

(
Bj ·

(
Q
B

)

j
· DCij

)

︸ ︷︷  ︸
predation mortality

+ Yi︸︷︷︸
fisheries
mortality

+ Ei︸︷︷︸
net

emigration

+ Pi · (1 − EEi)︸ ︷︷  ︸
other mortality

+ BAi︸︷︷︸
biomass accumulation

(1)

where i refers to an individual functional group and j refers to the
functional groups that prey on it. Table 1 describes these variables
and their typical data sources. Note that the inclusion of the biomass
accumulation term (BA) means that the system does not necessarily
need to be in steady state, though often the use of data spanning a
longer time period requires an assumption of stability. By incorpo-
rating as much data as possible for the various groups, the Ecopath
mass-balance algorithm is able to create a snapshot of the standing
stock of biomass pools and the network of fluxes between these
pools such that all mass within the ecosystem is accounted for in a
manner consistent with the observations available for the system.

By using the Ecopath-derived biomass values as initial condi-
tions, and the network flux values as parameter constraints on the
functional process equations defining each flux between functional
groups, a time-dynamic model can be created. This is the concept
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Fig. 2. The 48 functional groups from the Aydin model, listed on the vertical axis, were clustered using a hierarchical clustering routine with a cutoff value of 1.5. Colors
indicate groups that were combined in the simplified version of the food web, with simplified group names to the right of each.

behind Ecosim, a second part of the Ecopath with Ecosim soft-
ware package. While not used explicitly, the Ecosim idea forms the
basis for predator/prey-related processes in the end-to-end water
column ecosystem biological model used in this study.

To construct the Ecopath food web necessary for deriving these
initial conditions, we began with a previously published Ecopath
model that was developed through series of workshops by the
North Pacific Marine Science Organization (PICES) Basin Ecosys-
tem (BASS) Task Team (Aydin et al., 2003); this food web included
48 functional groups, so we refer to it hereafter as the Aydin-48
model. The Aydin-48 model included a large number of managed
stocks with very similar trophic characteristics, while the emphasis
of this study is primarily on the main trophic interactions within the
ecosystem. Therefore, we reduced the number of functional groups

in the ecosystem while still maintaining the major energy path-
ways through the food web. The simplification of the food web was
performed using MATLAB®’s agglomerative hierarchical clustering
routine. Our similarity metric for the clustering process included
diet composition, using shared prey and predator groups as the
main descriptive parameters, along with level of primary produc-
tion and trophic level to maintain the basic trophic hierarchy in
the clustered results, reducing the original 48 groups to 24 groups
(Fig. 2). Parameters for the new food web were derived from the
Aydin-48 model parameters; the simplified food web biomass val-
ues consist of the sum of the biomasses of the contributing groups,
and the remaining Ecopath input variables (Q/B, P/B, EE, GE, BA,
and GS) were calculated by averaging the values of the contribut-
ing groups’ parameters, weighted by the biomass contribution of
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Fig. 3. The WCE model includes 7 non-living state variables and 3 categories of living state variables; arrows indicate the flow of nitrogen, silica, and iron between these
state  variables. Zigzag arrows indicate sinking of material through the water column. Note that the phytoplankton, zooplankton, and nekton boxes in this schematic indicate
variable  classes that represent several different state variables. The phytoplankton groups included in the model include three different nutrient compartments, for nitrogen,
silica,  and iron content (non-diatom phytoplankton groups can be parameterized so that their growth is not dependent on silica). Zooplankton and nekton groups include
only  nitrogen compartments. Nitrogen and silica are conserved in the model; the iron cycle includes only partial remineralization, and is also relaxed toward a constant
profile  to approximate advective and airborne sources, and therefore is not conserved.

each subgroup. We verified that the resulting simplified food web
maintained the same flux of biomass to each trophic level as the
original 48-group food web, and also subjected it to a variety of
food web diagnostics following Link (2010b).

In the Aydin-48 model, Ecopath parameters for the phytoplank-
ton and zooplankton groups were derived from an early version
of the NEMURO model (Eslinger et al., 2000). To maintain inter-
nal consistency with our slightly modified version of NEMURO, the
parameter ranges for the five functional groups in the Eastern Sub-
arctic Gyre food web that correspond to the five living NEMURO
state variables were adjusted to reflect the annual averages seen
in standalone runs of our modified NEMURO model described in
Section 2.1.2.

Three of the Ecopath Aydin-48 input parameter types, B, P/B,
and Q/B, were published along with data pedigrees that indicated
the quality of the data source from which each was derived (Aydin
et al., 2003). The pedigree values range from 0 to 1, and correspond
to a confidence interval of the point estimate as a fraction of that
point estimate. These pedigree values were incorporated into our
simplified version of the food web, resulting in parameter ranges
for each of these three input parameters (Table 7).

Only a small subset of the resulting Ecopath input variable
parameter space leads to a balanced Ecopath model, i.e. a model in
which all ecotrophic efficiency (EE) values fall in the range of 0–1.
An ecotrophic efficiency value outside of this range implies that the
system requires an outside sink or source in order to account for all
biomass fluxes. Following the ideas of Aydin et al. (2007),  we pro-
duced a set of 500 food webs whose parameters had been selected
randomly from within the parameter space defined in Table 7 and
which met the ecotrophic efficiency balance requirements; the
result was an intra-model ensemble of potential food web param-
eters that incorporated the uncertainty in the upper trophic level

data. For this study, the results of 50 of these balanced simulations
will be shown.

2.2. Coupling the model components

The coupled biogeochemical-lower trophic level-upper trophic
level model, referred to hereafter as the water column ecosys-
tem (WCE) model, merges aspects of both the NEMURO model
and an Ecopath-derived food web model to create an end-to-end
ecosystem model. The nutrient state variables were drawn from
the NEMURO model. The remaining living state variables are classi-
fied into three types: phytoplankton (P), zooplankton (Z), or nekton
(K) (Fig. 3). The designation of living functional groups as either
planktonic or nektonic reflects both their relationship to the phys-
ical model and their interactions with other functional groups. The
planktonic label refers to any group whose movement is strongly
influenced by the movement of the water in which they reside;
these groups are resolved with depth, can feed only on functional
groups occupying the same depth layer as themselves, and are sub-
ject to mixing via advection and diffusion in the same manner as
all physical tracers. The nektonic label refers to all other living
organisms, including those that do not live in the water but feed
on marine organisms (such as birds); these groups are not subject
to any mixing, and they feed on the integrated sum over depth of
their prey groups.

The plankton/nekton distinction can be difficult to make since
nearly all organisms are generally capable of some movement rela-
tive to advective and mixing processes. In this context, it is used to
distinguish those functional groups whose foraging distance over a
single model time step (3 h) is comparable to or less than the phys-
ical model resolution (10 m) and therefore limited to a single grid
cell, and whose distribution in the water column can be important
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Fig. 4. The food web used for this study incorporates 23 living functional groups.
The axis to the left indicates the trophic level of each group, following the Ecopath
definition where trophic level of a consumer is equal to 1 plus the weighted average
of  its prey’s trophic levels.

to their feeding, versus those whose foraging covers multiple grid
cells and is not strongly depth-dependent. Therefore, for the pur-
poses of the WCE model, zooplankton are designated as planktonic
even if they are capable of vertical migration; vertical movement
can be parameterized through the sinking/rising rate parameter in
the physical model if necessary to capture the dynamics of a partic-
ular ecosystem. The impact of these assumptions will be discussed
in Section 3.1.

For the fully coupled model, 23 of the 24 functional groups from
the Ecopath food webs described in Section 2.1.3 were used as state
variables, with the detrital group being discarded in favor of the
more detailed nutrient cycling from the NEMURO model. These 23
groups encompass 2 phytoplankton groups, 5 zooplankton groups,
and 16 nekton groups (Fig. 4, Table 2). Both phytoplankton groups
and three of the zooplankton groups in the Aydin model fill the
same functional roles as the five plankton groups in the NEMURO
model.

Fig. 3 displays a schematic of the processes linking the state vari-
ables to each other. A brief description of each process type can be
found in Table 3, with detailed process equations in Appendix B.
Most of these processes were exclusive to a single parent model
component; gross primary production, phytoplankton respira-
tion, extracellular excretion, and decomposition are only explicitly
modeled in NEMURO, while non-depth-resolved consumption is
included only in Ecopath. Egestion and excretion by consumers are
modeled identically in both models as a fraction of consumption.
However, planktonic consumption and non-predatory mortality
differ in several fundamental ways between the two parent models:

1 Resolution: NEMURO models all fluxes volumetrically, while Eco-
path models are typically built using depth-integrated units.

2 Grazing/predation functional response: NEMURO uses a thresh-
olded Ivlev functional response for zooplankton grazing and
predation, while Ecopath with Ecosim models use a foraging
arena functional response (Walters et al., 1997) for all predator-
prey consumption, including that between planktonic groups.

3 Effect of temperature on rates: In NEMURO, almost all rate pro-
cesses, including grazing, predation, and mortality, are affected
by temperature, increasing exponentially with increasing

temperature. The standard implementation of Ecopath with
Ecosim does not include any direct effects of temperature
(though time forcing and trophic mediation timeseries can be
used to approximate this effect).

4 Mortality: In NEMURO, non-predatory mortality is proportional
to the square of the biomass, while Ecopath with Ecosim uses a
linear mortality function.

When building the WCE model, decisions regarding how to treat
these differences proved very important in determining the sta-
bility and realism of the final model. A set of experiments using
different coupling strategies was conducted to identify the key fea-
tures essential for robust simulations on climate time scales. A
list of the different model architectures we tested can be found in
Table 4. We started with a “brute force” baseline coupling between
the NEMURO and fisheries food web models (Section 2.2.1), result-
ing in a model that contains inconsistencies between formulations
of closely interacting groups. We then took steps to increase the
internal consistency of the planktonic and nektonic formulations,
and to evaluate the necessity of additional mortality regimes for
plankton and nekton groups (Sections 2.2.2 and 2.2.3).

2.2.1. The baseline case
We started with an Ecosim-style model and replaced all fluxes

that overlapped with NEMURO, namely grazing and predation
by microzooplankton (small zooplankton ZS in NEMURO), cope-
pods (large zooplankton ZL), and large zooplankton (predatory
zooplankton ZP), as well as net primary production, with the cor-
responding process functions from NEMURO. We opted to use the
Ecosim-derived linear form for mortality for all groups, on the
assumption that a linear form would be more applicable to a sys-
tem where all predator-prey relationships are explicitly resolved
rather than being modeled implicitly through quadratic loss terms.

2.2.2. Consistent feeding formulations across planktonic groups
For its grazing and predation processes, the NEMURO model

uses a thresholded Ivlev curve of the form

I = m(1 − exp(−!(B − Bthresh))) (2)

where m is a maximum grazing rate, ! is the Ivlev constant, Bthresh
is the threshold prey concentration for grazing to occur, B is the
biomass of prey, and I is the ingestion rate of prey per unit predator.
The upper trophic level model, on the other hand, uses the forag-
ing arena functional response (Walters et al., 1997) as modified by
Aydin:

ConIij = Q ∗
ij

(
Xij · (Bintj/B∗

j )

Xij − 1 + (Bintj/B∗
j )

)(
Dij · (Binti/B∗

i )
"ij

Dij − 1 + (Binti/B∗
i )
"ij

)
(3)

where the subscripts i and j represent the prey and predator groups,
respectively. Note that Eq. (3) calculates the total consumption flux
from prey to predator, such that the ingestion rate (similar to I
in Eq. (2))  would be equal to (ConIij)/(Bj). The parameters in this
functional response are derived from the Ecopath model for the
food web being modeled: Q* is the mass-balanced depth-integrated
consumption between two groups, and B* is the mass-balanced
depth-integrated biomass of a group. The remaining parameters
in Eq. (3),  i.e., X, D, and ", are non-dimensional parameters that
control the shape of the functional response curve.

Qualitatively, the Ivlev and foraging arena formulations differ
in several ways (Fig. 5). In NEMURO, the maximum grazing rate
parameter (m) is temperature-dependent, while the consumption
parameter in Ecosim (Q ∗

ij ) is fixed over time. The Ivlev formula-
tion calculates an ingestion rate that is independent of the predator
biomass, while the foraging arena ingestion rate can be modulated
by both the prey and predator biomasses, with the parameter X
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Table  2
Description of the 23 living functional groups used in this study. The type column indicates whether each group is classified as phytoplankton (P), zooplankton (Z), or nekton
(K).

Index Name Type Symbol Description

1 Albatross K Albatross

2  Mammals and sharks K Northern elephant seals, northern fur seals, sperm whales, Dall’s porpoises, Pacific
white sided dolphins, northern right whale dolphins, sharks (primarily salmon)

3 Neon flying squid K Neon flying squid

4  Orcas K Orcas

5 Boreal clubhook squid K Boreal clubhook squid

6  Seabirds K Skuas, jaegars, fulmars,

7  Pomfret K Pacific pomfret

8  Piscivorous seabirds K Shearwaters, storm petrals, kittiwakes, puffins

8  Large gonatid squid K Familty Gonatidae

10 Salmon K Coho, pink, sockeye, chum, and chinook salmon, steelhead

11  Baleen whales K Fin whales, sei whales

12  Micronektonic squid K Juvenile squid, primarily gonatids

13  Mesopelagic fish K Primarily Myctiphidae

14 Pelagic forage fish K Mainly sticklebacks

15  Saury K Pacific saury

16  Large jellyfish K Large jellyfish

17 Predatory zooplankton Sergestid shrimp, chaetognaths, and miscellaneous predatory
zooplankton (mainly larvaceans and polychaetes)

18 Large zooplankton Z Euphausiids, amphipods, and pteropods, equivalent to ZP in the NEMURO model

19  Gelatinous zooplankton Z Salps and ctenophores

20 Copepods Z Copepods, equivalent to ZL in the NEMURO model

21  Microzooplankton Z Meroplanktonic larvae and copepod nauplii, <200um, equivalent to ZS in the
NEMURO model

22  Small phytoplankton P Small phytoplankton, equivalent to PS in the NEMURO model

23 Large phytoplankton P Large phytoplankton, primarily diatoms, equivalent to PL in the NEMURO model

defining the strength of the predator-related term. As X approaches
infinity, the predator-related portion of Eq. (3) disappears, creating
a linear relationship between grazing rate and number of predators
for a constant amount of prey. However, if X is set to a lower num-
ber, the grazing rate versus predator density relationship saturates.
A lower value of X can be used to approximate predator avoidance
behaviors of prey, which effectively make only a small portion of a
prey population vulnerable to predation (Walters et al., 1997). With

X  equal to infinity, the foraging arena functional response simpli-
fies to a classic Holling Type 2 (" = 1, Eq. (4)) or Holling Type 3 (" = 2,
Eq. (5))  functional response:

Conij
Bj

= mBi
k + Bi

: m =
Q ∗
ijDij

B∗
j

, k = B∗
i (Dij − 1) (4)
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Table 3
WCE model process variables.

Process Variable Parent component Description

Gross primary production Gpp NEMURO Function of light, temperature, and nutrient concentration, following Kishi
et  al. (2007)and Fiechter et al. (2009)

Respiration Res NEMURO First-order relationship to biomass, with Q10 = 2 temperature effect,
following Kishi et al. (2007)

Extracellular excretion Ex NEMURO First-order relationship to gross primary production, following Kishi et al.
(2007)

Planktonic consumption Con NEMURO and Ecopath Variation of foraging arena functional response, parameterized where
applicable to mimic NEMURO Ivlev functional response, with Q10 = 2
temperature effect

Nektonic consumption Con Ecopath Variation of foraging arena functional response
Non-predatory mortality Mor NEMURO and Ecopath Second-order relationship to biomass.
Luxury  iron uptake Ufe NEMURO Follows Fiechter et al. (2009)
Egestion Ege Ecopath First-order relationship to consumption
Excretion Exc Ecopath First-order relationship to consumption
Decomposition Dec NEMURO First-order relationship to concentration (i.e. biomass), with a Q10 = 2

temperature effect

Table 4
We ran the water column ecosystem model with a variety of different formulations for the grazing, predation, and mortality fluxes.

Run Predator-prey functional response Mortality formulation

1 (Baseline) Ivlev curve for NEMURO-derived interactions, foraging arena for all others Linear
2 Modified foraging arena Linear
3 Ivlev curve for NEMURO-derived interactions, foraging arena for all others Quadratic for plankton, linear for nekton
4 Modified foraging arena Quadratic for plankton, linear for nekton
5  Ivlev curve for NEMURO-derived interactions, foraging arena for all others Quadratic
6  Modified foraging arena Quadratic

Conij
Bj

=
mB2

i

k2 + B2
i

: m =
Q ∗
ijDij

B∗
j

, k = B∗
i

√
Dij − 1 (5)

Eqs. (4) and (5) are similar in shape to the Ivlev functional
response, but with different treatment of ingestion rates at low
prey densities.

Because the food web used in this study includes five plank-
tonic groups that overlap with the NEMURO model and two that
do not, the baseline version of the coupled model included a mix
of these two functional responses. In order to achieve internal con-
sistency, we wanted to choose a single functional response that
is consistent with the Ecopath mass-balance formulation used to
parameterize the rest of the model while also remaining consis-
tent with the NEMURO formulation, which we know produces
reasonable seasonal dynamics. To accomplish this, we modified
the foraging arena functional response so that it could be applied
to either nektonic or planktonic functional groups links. We first
converted the Ecopath-derived parameters to volumetric terms to
correspond to the units of planktonic groups within the WCE model.
It is necessary to make an assumption about the depth distribution
of planktonic organisms in order to convert the outputs of Ecopath
into these per-volume quantities. The WCE model uses an average
mixed layer depth, MLD, to make this conversion, so Q′ = (Q*/MLD)
and B′ = (B*/MLD). The MLD parameter is also used to set initial
concentration profiles for all planktonic groups in the model.

To parameterize this response for planktonic groups, the
NEMURO model zooplankton responses were used as the target
functional response curves for all predator-prey interactions found
in both the Eastern Subarctic Gyre ecosystem described above and
the NEMURO model. The shape of the thresholded Ivlev curve can
be best approximated by the grazing response used in the water
column ecosystem model (Eq. (3))  when X is set to infinity and
" to 2, creating a sigmoidal Type 3 functional response (Fig. 5).
The remaining parameter, D, is then calibrated so that the maxi-
mum grazing rates and half-saturation concentrations are as close
as possible between the sigmoidal curve and Ivlev curve (Fig. 6).

For the final formulation, we also reintroduced the Q10 tem-
perature effect from NEMURO by assuming that the mass-balanced

values correspond to the rates under average mixed layer tempera-
ture conditions. This assured that all planktonic groups shared one
consistent grazing functional response while also replicating the
lower trophic level dynamics of the NEMURO model.

2.2.3. Density dependent mortality
In many biogeochemical models, a density-dependent mortality

rate is used to capture predation losses from predators not explic-
itly resolved by the modeled system (e.g. Steele and Henderson,
1981). In the baseline scenario, we adopted a linear mortality rate
because we had resolved all upper trophic level predation losses.
However, density-dependent mortality can also arise for zooplank-
ton due to egg cannibalism (Ohman and Hirche, 2001), and for
phytoplankton due to aggregation (Thornton, 2002) and viral loss
(Brussaard, 2004). Classic stock-recruitment theory also suggests
that net reproduction rates for many fishes peak at an interme-
diate population, suggesting an increased mortality rate at higher
population densities (Ricker, 1954). A nonlinear mortality rate may
be needed to capture all of these processes, though the precise form
is uncertain. Due to the lack of specific data to constrain our choice,
we tested the model with both linear and quadratic mortality for-
mulations.

2.3. Simulations and model evaluation

To evaluate the water column ecosystem model, we ran two
series of simulation experiments. The first was a series of 20-year
simulations used to determine a robust coupling strategy. Once we
had chosen a satisfactory architecture, we used a 50-year simula-
tion to further validate the model against observations.

The 20-year simulations included six different sets of simu-
lations, each using one of the model architectures outlined in
Table 4. Shortwave radiation, air temperature, and wind speeds
were extracted from the Coordinated Ocean-ice Reference Exper-
iments (CORE) normal-year datasets (Large and Yeager, 2009).
Dew point temperature was derived from the same dataset. A cli-
matological salinity cycle was derived from the GECCO model’s
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Fig. 5. Under their default parameter choices, the functional responses used in the
NEMURO model and the Ecopath with Ecosim model differ greatly from each other.
The  Ivlev response varies linearly (Type 1) with increasing predator biomass and
follows a Type 2 relationship with increasing prey biomass. The foraging arena
response can vary between linear (high X) and Type 2 (low X) with increasing preda-
tor  biomass, and linear (high D) and Type 2 (low D, " = 1) or Type 3 (low D, " = 2)
with increasing prey biomass. With careful choice of parameters, the two functional
responses become quantitatively very similar. Shown here are (a) the thresholded
Ivlev  functional response for ZS grazing on PS in the NEMURO model, (b) the foraging
arena functional response for microzooplankton grazing on small phytoplankton,
with  Ecosim default values D = 1000 and X = 2, and (c) the planktonic version of the
foraging arena response used for WCE, where X and D have been calibrated so that
the  functional response has the same maximum grazing rate and half-saturation
constant as the Ivlev response (X = 10, D = 2.234).
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Fig. 6. The functional response for copepods grazing on large phytoplankton is
shown here as an example of the functional response fitting process. Shown for ref-
erence are the NEMURO-derived Ivlev curve for this feeding link, as well as Holling
Types 2 and 3 curves with identical half-saturation constants (i.e. k = (ln 2/#)). The
Ecopath mass balance constrains the foraging arena functional response to pass
through the yearly averaged biomass vs. consumption rate, indicated by the purple
dot, so we fit the parameter D such that the resulting curve is as close as possible to
the  target Type 3 curve while respecting this constraint.

1950–2000 salinity product; initial profiles for both salinity and
temperature were set to the climatological January profiles derived
from the same product.

We quantified the success of each model architecture based on
its ability to maintain yearly averaged biomass values for all func-
tional groups within the uncertainty ranges used for the initial
conditions over the entire 20-year simulation period. These ini-
tial biomass ranges reflect a compilation of the sparse observations
of standing stock biomass available for the region, and therefore
a model forced by average seasonal conditions should not deviate
from these ranges.

Once we determined the best choice of model architecture, we
further validated the model with a 50-year simulation, again using
climatological forcing, and compared the results against a broader
suite of observations from the Eastern Subarctic Gyre region. The
majority of these observations come from Ocean Station Papa. This
location has been a site of regular physical and chemical sampling
since the 1950s, thus allowing us to validate the lower trophic level
biogeochemical results of the WCE model. We looked at several
characteristics of the region in order to measure the skill of our
model, including annual and seasonal macronutrient concentra-
tions and drawdown, annual and seasonal primary production, and
annual standing stock biomass for all living groups.

3. Results

3.1. Choice of model architecture

When running the baseline model simulation, we immediately
encountered problems with competitive exclusion. For the partic-
ular ecosystem discussed here, the gelatinous zooplankton group
biomass dropped well below the initial level within five years, with
approximately 25% of the ensemble runs showing complete extinc-
tion of this group (Fig. 7, architecture 1). The exclusion resulted due
to the overlapping prey preferences of the gelatinous zooplankton
group (a non-NEMURO plankton group) and the large zooplank-
ton group (a NEMURO-derived group). The difference between the
numerical formulation for feeding behavior for the NEMURO- and
non-NEMURO-based plankton groups granted a spurious compet-
itive advantage to large zooplankton over gelatinous zooplankton.
In this particular ecosystem, the consolidation of the food web via
cluster analysis (Section 2.1.3) led to a minimal amount of overlap
between diets of the modeled functional groups, and therefore the
problem only manifested itself for one particular functional group.
However, Ecopath models are often designed to resolve the dynam-
ics of dozens of individually managed stocks that occupy very
similar trophic niches. When applied to such a complex ecosystem,
we would expect these spurious exclusions to increase.

Applying the modified foraging arena functional response con-
sistently to all groups allowed all plankton groups to coexist (Fig. 7,
architecture 2). However, even with the internally consistent func-
tional responses, several plankton groups tended to wander outside
their initial biomass ranges over the 20-year simulation period.
While the yearly averaged biomass of the phytoplankton groups
fell within the target ranges, the seasonal dynamics often departed
from observations (not shown), with small phytoplankton show-
ing an unrealistically large spring bloom along with a fall bloom
not seen in observations in this location. The small phytoplank-
ton blooms propagated up the food chain, with microzooplankton
and large zooplankton increasing above their target ranges, while
copepods and gelatinous zooplankton dropped below theirs.

Switching to a quadratic mortality function for all plankton
groups produced much more realistic phytoplankton blooms and
brought all zooplankton groups within their target ranges (Fig. 7,
architecture 4). This may suggest that density-dependent mortality
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Fig. 7. As an initial test of model architecture skill, we looked at whether each model was capable of maintaining the biomass of all living state variables within the uncertainty
ranges  used to choose initial conditions over a 20-year simulation. The blue violin plots display the distribution of biomass across the 50-member ensemble at the end of each
20-year  simulation; width indicates the relative number of ensemble members at a given biomass value. The black bars indicate the interquartile range of the ensembles,
with  the black circle indicating the ensemble mean. Green horizontal lines show the upper and lower values of the target biomass ranges. Vertical axes represent integrated
biomass, ranging from 0 to the labeled value, in g C m−2. The horizontal axis indicates the model architecture indices, which correspond to those found in Table 4.

terms not linked to higher predators are indeed important fac-
tors to consider when modeling planktonic functional groups. The
population dynamics of nektonic groups, on the other hand, were
relatively unaffected by the switch between linear and quadratic
mortality rates (Fig. 7, architectures 4 and 6).

We also found that the use of the quadratic mortality term could
mask the inconsistencies in the mix of grazing functional responses
used in the baseline scenario. Simply applying quadratic mortality
to planktonic groups, and leaving the mix of functional responses
(Fig. 7, architectures 3 and 5), could bring most ensemble members
within the target ranges. However, the spread between ensemble
members tended to be wider in this case, and a few simulations also
created fall blooms under this architecture. Overall, the combina-
tion of a consistent predation functional response for all groups, as
well as a quadratic mortality rate for all plankton groups, proved
necessary to consistently reproduce both the target yearly aver-
aged biomass values as well as the proper seasonal dynamics for
lower trophic level groups. For simplicity, in our final architecture,

we chose to use a quadratic mortality rate for nektonic groups as
well; results using a linear mortality for nekton are similar.

3.2. Validation of final model

An ensemble of 50-year simulations was run to look more
closely at the seasonal dynamics of the final model architecture
over multi-decadal timescales. In this section we compare surface
nutrient concentration, primary productivity, and functional group
biomass of the simulations to a variety of measurements collected
from the Eastern Subarctic Gyre region.

3.2.1. Surface nutrients
Ocean Station Papa is characterized by seasonal stratification,

which plays a large role in controlling macronutrient concentra-
tions in the surface ocean at this location. Increased winds and
decreased surface temperatures lead to deep mixing in the win-
ter months (November–February), with the mixed layer depth
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Fig. 8. Modeled surface nutrient anomaly from yearly average over one simula-
tion year versus observations at Ocean Station Papa. Observations for Ocean Station
Papa (OSP) reflect measurement at this location over the period of 1969–1981
(Whitney and Freeland, 1999). Also shown are the WOA05 climatological surface
nitrate anomaly values averaged over the entire Eastern Subarctic Gyre (ESA) region
(Garcia et al., 2006). Inset figures show the histograms of yearly averaged values
at  the end of the 50-year simulation period, along with the corresponding yearly
average for each observation dataset.

reaching 90–120 m and allowing replenishment of nitrate and sil-
icate to the mixed layer. In the summer, stratification increases
and the mixed layer shoals to approximately 40 m. The increased
light levels along with plentiful macronutrients allow phytoplank-
ton to bloom, leading to nutrient drawdown as the summer months
progress. Typical nitrate drawdown, from peak winter level to
lowest summer level, is 7 mmol m−3 nitrate and 10–11 mmol m−3

silicate. This region is a high nutrient, low chlorophyll region, with
phytoplankton production primarily being limited by iron and light,
so surface levels of nitrate and silicate remain high even during the
summer (Whitney and Freeland, 1999; Harrison et al., 2004).

Maintaining surface nutrient concentrations consistent with
observations requires both that the model properly replicates the
seasonal deepening and shoaling of the mixed layer, and that it
maintains the proper assemblages of phytoplankton. In particu-
lar, the seasonal changes in ratios between small phytoplankton
that do not use silica, and diatoms (large phytoplankton) that do,
will affect the relative drawdown of nitrate and silicic acid. Mod-
eled nitrate drawdown in the WCE model ranges from 6.90 to
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Fig. 9. Modeled net primary production over one simulation year. For comparison,
net  primary production values estimated by the Eppley-VGPM model applied to
SeaWiFS data near Ocean Station Papa (purple dashed) and over the entire Eastern
Subarctic Gyre (red dash-dot) are also shown, as well as measured production values
at  Ocean Station Papa as compiled by Boyd and Harrison (1999) (squares, circles,
and  triangles indicate data from three different studies, as described in Boyd and
Harrison (1999, Fig. 7).
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Fig. 10. Trophic diagnostics of the food web, for both the 48-group (blue) and the
simplified 24-group (green) webs, including (a) biomass, (b) production per unit
biomass, and (c) consumption per unit biomass. Bars indicate sum (biomass) or
average (production and consumption) over each trophic level, while points show
the  values for each individual functional group. Error bars indicate the minimum
and maximum values across 500 ensemble members.

9.22 mmol m−3 over the ensemble members, with an average draw-
down of 8.27 mmol m−3, and annually averaged surface nitrate
levels stabilize at 14.90–21.84 mmol m−3, consistent with obser-
vations. Silicate drawdown varies more widely between ensemble
members, from 8.78 to 13.83 mmol m−3, but the ensemble average
of 12.17 mmol m−3 is very near the drawdown seen at Ocean Sta-
tion Papa (Fig. 8). Surface concentrations of silica tended to drift a bit
over the 50-year span of the simulations, reaching levels between
8.69 and 36.84 mmol m−3. However, because neither nitrate nor sil-
icate serve as the limiting growth factor for phytoplankton, drifts
in surface concentrations of either nutrient over the 50-year sim-
ulations did not affect the production level or standing stock of
phytoplankton, and therefore did not lead to drift in any of the
other state variables.

3.2.2. Productivity
Measurements of productivity at Ocean Station Papa have var-

ied over time, from 60 g C m−2 year−1 during the earlier sampling
period from 1960 to 1976, 140–170 g C m−2 year−1 in studies con-
ducted during the mid-1980’s to early 1990s, to a higher summer
value of 215 g C m−2 year−1 during the JGOFS surveys of 1992–1997
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(Harrison et al., 2004). There is debate regarding whether the range
in values results from the development of more accurate clean sam-
pling techniques for the later measurements (Fitzwater et al., 1982),
or whether it (or some of it) reflects an actual change in productiv-
ity over this time period. Seasonally, observations show between a
doubling and tripling of productivity between winter and summer
(Boyd and Harrison, 1999). The modeled WCE productivity, with an
annual average ranging between 122.04 and 145.8 and averaging
136.1 g C m−2 year−1 over all ensemble members, falls within the
range seen in observations. (Fig. 9).

3.2.3. Trophic characteristics of the food web
We subjected our ensemble of food webs to a series of diag-

nostic tests to verify the basic trophic characteristics of our food
web against ecological theory (Link, 2010b). We ran these diagnos-
tics on both the 48-group food web and the simplified 24-group
food web in order to further confirm that our simplification pro-
cess maintained the trophic structure of the Eastern Subarctic
Gyre food web. We verified that biomass decreased by approxi-
mately six orders of magnitude across all trophic levels, following
an approximate linear trend in logarithmic space, which reflects the
expected size spectra distribution in a marine system. Vital rates of
functional groups, including production and consumption per unit
biomass, also generally decreased across trophic levels. Exceptions
to the decreasing trend in consumption rates are seen in the three

bird functional groups, and to a lesser extent the marine mam-
mal groups; these groups occupy trophic levels near the top of the
food web (4.5+) but due to their high metabolic requirements (in
comparison with poikilothermic fish and squid groups) maintain
consumption rates an order of magnitude higher than would be
predicted by the linear trend (Fig. 10).

3.2.4. Biomass of living groups
As with the initial 20-year simulations, we considered the model

successful at capturing upper trophic level dynamics if it was
capable of maintaining yearly mean biomass levels within the
initial uncertainty ranges over the entire simulation. Over all 50
ensemble members, only very small drifts out of this range were
observed over the 50-year climatological simulation, indicating
that this parameterization scheme is stable over decadal timescales
(Fig. 11).

4. Discussion

In recent years, a large number of different modeling approaches
have been applied to the end-to-end problem, and have been com-
pared and contrasted in several reviews (Fulton, 2010; Travers
et al., 2007). The complexity of these model frameworks and the
processes they resolve cover a wide spectrum. In creating the water
column ecosystem model, we intended to create a tool capable
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of analyzing ecosystem response to environmental perturbations
at both the bottom and top of the food chain. The model pre-
sented here has a combination of strengths that make it valuable
for diverse climate–ecosystem applications.

It provides a true two-way coupling between upper and lower
trophic level species, nutrient cycling, and physics, allowing full
analysis of the interacting effects of bottom-up climate effects and
top-down predation and fisheries effects. The coupling includes
both propagation of effects through the food web via predator-prey
interactions, as well as direct feedback between all levels of the food
chain and the physical and chemical environment.

The model maintains robust and stable population dynamics
when run over decadal to centennial timescales. Natural climate
variability often manifests itself with periods on the order of a
decade, as quantified by indices such as ENSO or the PDO, while
anthropogenic climate change studies often look 50–100 years into
the future. Therefore this model is suited for the study of such
climate effects on population dynamics.

Finally, the intra-model ensemble approach used in this study
allows us to simulate many potential manifestations of a single
ecosystem that all fall within the uncertainty ranges of the observed
data. When modeling complex food web interactions, a single rep-
resentation of a food web is often not capable of capturing the
full range of potential effects resulting from a change in the envi-
ronment or a change in fishing pressure. Therefore, this ensemble
method allows us to better quantify the uncertainty of the simula-
tion results.

This model also provides an example for coupling multiple ver-
tical spatial scales into a single model. In this particular case, using
only one dimension, we were able to link lower trophic level func-
tional groups that required a high spatial resolution with upper
trophic level groups whose population dynamics could be resolved
in a zero-dimensional physical space. The varying spatial scales
allowed us to capture the necessary high-resolution variations in
physical properties (such as light level, temperature, and strati-
fication) that directly effect the locations and concentrations of
smaller organisms without slowing down the upper trophic level
calculations with an unnecessarily fine spatial grid.

The model architecture experiments discussed in Section 3.1
elucidated a number of important points regarding the coupling of
plankton ecosystem models with fisheries food web models. The
first point is that density-dependent mortality remains important
for capturing the seasonal dynamics of planktonic organisms, even
when the model fully resolves all predators of these planktonic
groups. This is particularly true at the phytoplankton level, where a
linear mortality rate allows blooms to grow well beyond the levels
seen in observations in this region. The quadratic mortality term is
likely encompassing a variety of processes not explicitly resolved by
the process equations of this model. Phytoplankton aggregates, par-
ticularly of diatoms, are known to be a major contributor to sinking
marine snow and occurs primarily when diatom concentrations are
high (Thornton, 2002). In addition, recent research has shown that
viruses can be important agents of mortality for phytoplankton, on
the same order as loss due to predation, and that density-dependent
viral infection rates play a key roll in limiting phytoplankton
blooms (Brussaard, 2004, and references therein). At the zooplank-
ton level, Ohman and Hirche (2001) observed density-dependent
rates of copepod egg mortality uncorrelated with resource avail-
ability, which they attributed to egg cannibalism by conspecific and
similarly sized zooplankton. The results of the architecture exper-
iments provide further support that density-dependent mortality
is not simply a closure term to represent higher-level predators,
but rather incorporates a variety of important loss processes that
control the seasonal dynamics of planktonic organisms.

The experiments also clarified the importance of using a con-
sistent functional form for grazing/predation that incorporates the

strengths of both lower- and upper-trophic level models, so as
to capture both seasonal variations and long-term coexistence
among functional groups. The functional groups included in this
model operate across a wide range of time scales, with doubling
times ranging from a few days to over a decade. The population
dynamics of groups with high turnover rates, whose growth and
mortality processes operate on a scale of less than a month, can be
very sensitive to assumptions regarding prey functional responses
(Gentleman et al., 2003; Fulton et al., 2003). Analysis of piscivorous
feeding among pelagic and demersal Atlantic fishes (Moustahfid
et al., 2010), and a sensitivity study of a full ecosystem model to
changes in functional responses (Fulton et al., 2003) both indicated
that marine ecosystem dynamics are better captured by classic
Holling Types 2 and 3 responses than by a linear assumption,
though Fulton et al. (2003) also suggested that further complex-
ity in functional response formulation may add unnecessary data
requirements to the parameterization process with little additional
payoff. The foraging arena functional response used in this model
incorporates key elements elucidated in these studies, allowing it
to resolve predator/prey dynamics at both the bottom and top of
the food web.

Although the model discussed here is tailored to the North
Pacific Subarctic region, the basic framework used can be extended
to almost any oceanic ecosystem. The NEMURO biogeochemical
model uses a structure common to many lower trophic level mod-
els in use today, where a minimal number of phytoplankton and
zooplankton groups interact with nutrient pools, sinking and non-
sinking detrital pools, and bacteria through processes of uptake,
grazing, death, sinking, decomposition and mineralization (Fasham
et al., 1990). The widespread use of Ecopath with Ecosim has also
led to an abundance of food web models spanning the globe; over
100 published food web models can be found on the EwE web-
site (http://www.ecopath.org).  The Ecopath algorithm is also very
flexible in the level of ecosystem complexity modeled, such that
a user can aggregate or disaggregate species as necessary to suit
the purposes of a given study. While the parameterization process,
including parameterization of the biogeochemical model and the
construction of an Ecopath food web specific to a particular region,
is not a simple task, we do believe that the water column ecosystem
framework can be applied to many pelagic ecosystems throughout
the global ocean.

Implementing the model globally for climate change appli-
cations would require additional consideration of fundamental
ecological and physiological considerations which would allow
the model to extrapolate into data poor regions and into the novel
environments expected under changing climate conditions. The
methodologies for coupling fisheries food web and planktonic food
web models developed herein, however, are readily adaptable to
end-to-end model applications spanning a range of spatiotemporal
scales.
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Appendix A. The 1D physical model

The physical model used in this study is a Matlab-based code
designed to simulate a one-dimensional water column. The code is
designed so that a variety of different biological models can be run
within the same physical context, as was done in this study with
the standalone NEMURO simulations and the fully coupled water
column ecosystem simulations.

The mixed-layer model simulates the evolution of water column
properties under specified forcing by wind, heat, and salinity forc-
ing. Allowance is also made for currents via a depth-independent
pressure acceleration. There are six physical state variables in the
physical model formulation: U and V are the east to west and south
to north current velocities, and T and S are the temperature and
salinity. The turbulence closure scheme introduces the remaining
two state variables: q2 is a turbulent quantity equal to twice the tur-
bulent kinetic energy, and $ is a turbulent length scale. These two
state variables are used to calculate mixing-related parameters (KM
and KV) in Eqs. (A.1)–(A.4).

The momentum equations are standard one-dimensional for-
mulations:

∂U
dt

− fV = − 1
&0

∂p
∂x

+ ∂
∂z
KM

∂U
∂z

− 'U (A.1)

∂V
dt

+ fU = − 1
&0

∂p
∂y

+ ∂
∂z
KM

∂V
∂z

− 'V (A.2)

where f is the Coriolis parameter, & is the density, KM is the
viscosity, ∂p

∂x
is a specified pressure gradient (to impose a mean

current) and ' is a momentum dissipation term. The dissipation
term serves as a surrogate for horizontal momentum divergence.
It removes energy from past storm events over a specified time-
scale as though energy was being transferred to more quiescent
surrounding waters. Energy tends to accumulate unrealistically in
one-dimensional water columns without this effect (Mellor, 2001).
The value of ' was tuned such that the energy in the modeled cur-
rents is consistent with that observed. Values comparable to the
time scales of storm events (1/3 day−1) yielded reasonable results.
The equations are solved using a semi-implicit Crank–Nicolson
scheme.

The Mellor–Yamada turbulence closure scheme (Mellor and
Yamada, 1982) is used to calculate mixing coefficients. The reader
is referred to this reference and Mellor (2004) for the governing
equations and other details of this formulation. A k-epsilon for-
mulation (see review by Umlauf and Burchard (2005))  was also
tested and yielded similar results to those presented herein. The
top and bottom boundary conditions for Eqs. (A.1) and (A.2) are
provided by the wind stress formulation of Large and Pond (1981)
and a quadratic bottom drag law, respectively. Mixing at the sur-
face was augmented by the wave breaking scheme of Mellor and
Blumberg (2004).

The temperature and salinity equations are given by:

∂T
∂t

= ∂
∂z
KV
∂T
∂z

+ ss (A.3)

∂S
∂t

= ∂
∂z
KV
∂S
∂z

+ ss (A.4)

where KV is the vertical turbulent diffusion coefficient, and ss is used
to indicate sources minus sinks. The temperature source minus sink

term (shortwave heat flux) and boundary conditions (longwave
heat flux, sensible and latent heating and cooling) are described
in Section 2.1.1 in this paper. The salinity source minus sink term
derives from the relaxation to observations as described in Section
2.1.1.

Biological state variables are mixed, where applicable, follow-
ing the same formulation as Eq. (A.3), with the source minus sink
term representing any additional vertical movement; in the simu-
lations described in this paper, this term was used to apply sinking
velocities to the particulate state variables (PON and Opal). The set
of equations describing the remaining biological sources and sinks
(Appendix B) is solved following the mixing calculations at each
time step.

Appendix B. Process equations for the WCE model

The WCE model consists of 7 non-living state variables, and 3
classes of living state variables, coupled together by a set of ordi-
nary differential equations. For simplicity, the following equations
omit indicators of depth resolution. Eqs. B.1–B.5 represent phyto-
plankton, zooplankton, and nekton classes of variables, with the
subscript i indicating the index of a functional group to which it
pertains. All phytoplankton groups are represented by three state
variables: phytoplankton nitrogen (Pn), phytoplankton silica (Ps),
and phytoplankton iron (Pf), while zooplankton and nekton groups
consist of only nitrogen state variables.

dPni
dt

= Gppi − Resi − Exi −
∑

j

Conij − Mori (B.1)

dPsi
dt

= RSi:N ·



Gppi − Resi − Exi −
∑

j

Conij − Mori



 (B.2)

dPf i
dt

=
BFe,i

Bi
·



Gppi − Resi − Exi −
∑

j

Conij − Mori



 + Ufei (B.3)

dZi
dt

=
∑

k

Conki − Egei − Exci −
∑

j

Conij − Mori (B.4)

dKi
dt

=
∑

k

ConIki −
∫ zmax

0
Egei −

∫ zmax

0
Exci −

∑

j

ConIij − MorIi

(B.5)

d(NO3)
dt

= DecNH4,NO3 + f

(
∑

i

Resi −
∑

i

Gppi

)
(B.6)

d(NH4)
dt

= DecDON,NH4 + DecPON,NH4 +
∑

i

Exci − DecNH4,NO3

+ (1 − f )

(
∑

i

Resi −
∑

i

Gppi

)
(B.7)

d(DON)
dt

= DecPON,DON +
∑

i

Exi − DecDON,NH4 (B.8)

d(PON)
dt

=
∑

i

Mori +
∑

i

Egei − DecPON,DON − DecPON,NH4 (B.9)
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d(SiOH4)
dt

= RSi:N ·

(
∑

i=diatom

Resi +
∑

i=diatom

Exi −
∑

i=diatom

Gppi

)

+ DecOpal,SiOH4
(B.10)

d(Opal)
dt

= RSi:N




∑

i=diatom

Mori +
∑

i=diatom

∑

j

Conij



 − DecOpal,SiOH4

(B.11)

d(Fe)
dt

=
∑

i



frem ·
BFe,i

Bi
·



Resi + Exi +
∑

j

Conij + Mori





−
BFe,i

Bi
· Gppi − Ufei



 (B.12)

For names and descriptions of all variables used in the above set
of equations, as well as the flux equations in the following section,
please see Tables 5, 6–8.

B.1. Nitrogen flux equations for living state variables

B.1.1. Gross primary production (Gpp)
Gross primary production fluxes flow from the NO3 and NH4

variables to each phytoplankton group, following (Kishi et al.,
2007), with the addition of iron limitation following Fiechter et al.
(2009). The uptake of nitrogen is described by:

Gppi = Vmax,i exp(KGpp,iT) · Lnut,i · Llight,i · Bi (B.13)

where Bi is the nitrogen-based biomass of group i, resolved with
depth.

B.1.2. Respiration (Res)
Respiration applies to all phytoplankton groups, and flows from

the phytoplankton to the NO3 and NH4 groups following the same
f-ratio as uptake via primary production:

Resi = Res0i exp(Kres,iT)Bi (B.14)

B.1.3. Extracellular excretion (Ex)
Extracellular excretion applies to all phytoplankton groups, and

flows from the phytoplankton to the DON group. Following Kishi
et al. (2007),  extracellular excretion is proportional to the flux due
to gross primary production:

Exi = #i · Gppi (B.15)

B.1.4. Consumption (Con)
Predator/prey interactions between functional groups follow

the Aydin version of the foraging arena functional response. The
exact form of the functional response varies based on whether the
predator and prey groups are planktonic or nektonic. For inter-
actions between two planktonic groups, the flux is resolved with
depth for both the predator and prey group, and the uptake rates
are temperature-dependent:

Conij =
Q ′
ij

exp(KGra,i · Tavg)
exp(KGra,i · T)

(
Xij · (Bj/B′

j)
Xij − 1 + (BjB′

j)

)

×
(

Dij · (Bi/B′
i)
"ij

Dij − 1 + (Bi/B′
i)
"ij

)
(B.16)

where here, the subscripts i and j represent the prey and preda-
tor groups, respectively. As described in Section 2.2.2, the biomass
and consumption rate parameters are derived from the Ecopath
mass balance: Q ′ = Q∗

MLD and B′ = B∗
MLD , where Q* and B* are the per-

area mass-balanced quantities returned directly from Ecopath. The
parameters MLD and Tavg describe the yearly averaged mixed layer
depth and mixed layer temperature, respectively, as simulated by
the one-dimensional physical model.

For interactions between two nektonic groups, the functional
response follows the same form, but in units of biomass integrated
over depth. Nektonic consumption does not vary with temperature.

ConIij = Q ∗
ij

(
Xij · (Bintj/B∗

j )

Xij − 1 + (Bintj/B∗
j )

)(
Dij · (Binti/B∗

i )
"ij

Dij − 1 + (Binti/B∗
i )
"ij

)

(B.17)

When a nektonic group preys upon a planktonic group, the total
flux is calculated in depth-integrated units. However, the loss on the
plankton side is resolved with depth and distributed proportionally
to the prey biomass at each depth, while the flow to the predator
remains in depth-integrated units:

Conij = Q ∗
ij

(
Xij · (Bintj/B∗

j )

Xij − 1 + (Bintj/B∗
j )

)(
Dij · (

∫ zmax
0 Bidz/B

∗
i )
"ij

Dij − 1 + (
∫ zmax

0 Bidz/B
∗
i )
"ij

)

· 1
(z

· Bi(z∫ zmax
0 Bidz

(B.18)

ConIij = Q ∗
ij

(
Xij · (Bintj/B∗

j )

Xij − 1 + (Bintj/B∗
j )

)(
Dij · (Binti/B∗

i )
"ij

Dij − 1 + (Binti/B∗
i )
"ij

)

(B.19)

where ConI =
∫ zmax

0 Con dz.

B.1.5. Excretion (Exc) and egestion (Ege)
Egestion and excretion are proportional to the total consump-

tion of prey by a predator. Egestion flows from the predator to the
PON group, with the exception of egestion by microzooplankton,
where egestion is split between the PON, DON, and NH4 groups.
Excretion flows from the predator group to the NH4 group. All
excretion and egestion by nektonic groups is assumed to take place
in the surface layer:

Egei = GSi ·




∑

k=plank

Conki +
∑

$=nekConI$i
(z1



 z = 1 (B.20)

Egei = GSi ·
∑

k

Conki z /= 1 (B.21)

Exci = (1 − GEi − GSi) ·




∑

k=plank

Conki +
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$=nekConI$i
(z1





z = 1 (B.22)

Exci = (1 − GEi − GSi) ·
∑

k

Conki /= 1 (B.23)
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B.1.6. Non-predatory mortality (Mor)
Non-predatory mortality, e.g. loss to old age or disease, is mod-

eled as a quadratic function of biomass. For planktonic groups, this
flux is in units of mass per volume:

Mori =
(
M0i
B′
i

)
· B2
i (B.24)

while for nektonic groups it is in units of mass per area:

MorIi =
(
M0i
B∗
i

)
· Bint2i (B.25)

As with egestion and excretion by nektonic groups, non-
predatory mortality of nektonic groups is assumed to occur in the
surface layer, such that in the surface layer,

Mori =
MorIi
(z1

(B.26)

when i = nekton.

B.2. Additional fluxes

B.2.1. Proportional-to-nitrogen fluxes of silica and iron
The majority of fluxes between iron- and silica-based state vari-

ables occur in proportion to nitrogenous fluxes. Silica fluxes due to
gross primary production (Gpp), extracellular excretion (Ex), and
respiration (Res) between phytoplankton groups and SiOH4 occur in
a constant proportion to the respective fluxes in nitrogen between
phytoplankton groups and all dissolved nitrogen pools (NO3, NH4,
and DON). Similarly, fluxes due to non-predatory mortality (Mor)
from phytoplankton groups to the PON group are accompanied by
proportional fluxes of silica from the large phytoplankton to par-
ticulate opal group. Silica is assumed to be completely egested by
phytoplankton grazers, so the proportional flux due to predator
consumption (Con) of phytoplankton silica is routed entirely to the
particulate opal group, rather than being split between predator,
egestion, and excretion as is the case for nitrogenous consumption.

Iron fluxes between the two phytoplankton groups and the
dissolved iron group also occur proportionally to nitrogen fluxes,
though the ratio between the two elements varies over time (see
Appendix B.2.2). However, only a fraction of the iron fluxes out of
the phytoplankton groups ends up in the dissolved iron pool, with
the remainder leaving the system.

B.2.2. Luxury iron uptake (Ufe)
In addition to the proportional-to-nitrogen uptake and loss of

iron due to gross primary production, respiration, extracellular
excretion, grazing loss, and natural mortality, phytoplankton can
also gain and lose iron through a relaxation process following the
model of Fiechter et al. (2009).  This model allows phytoplankton to
take up dissolved iron in order to adjust their internal Fe:C ratios
toward a value predicted by the ambient dissolved iron in the sur-
rounding water. This additional uptake term accounts for the fact
that iron uptake, unlike macronutrient uptake, is not necessarily
a function of dissolved iron concentration, and that iron to car-
bon ratios within phytoplankton cells can vary widely over time
depending on conditions. The luxury uptake in the WCE module is
described by:

Ufei =
R0i − Ri
tFe,i

· Bi · RC:N (B.27)

B.2.3. Decomposition (Dec)
Decomposition fluxes follow the model of Kishi et al. (2007),

with a decay rate related to temperature:

Decij = VDec,ij exp(KDec,ijT) · Bi (B.28)

where the subscripts i and j represent the source and sink groups,
respectively, and Bi the concentration of the source group.

B.3. Tables of parameters

See Tables 5–8.

Table 5
Lower trophic level input parameters for the water column ecosystem model, as well as the standalone version of NEMURO used in this study. These parameters remain
constant throughout a simulation.

Parameter Symbol Group Value

Primary production
Ammonium inhibition constant   PS 1.5 (mmol N m−3)−1

PL 1.5 (mmol N m−3)−1

Half-saturation constant for ammonium KNH4 PS 0.1 mmol N m−3

PL 0.3 mmol N m−3

Half-saturation constant for nitrate KNH3 PS 1 mmol N m−3

PL 3 mmol N m−3

Half-saturation constant for silica KNSi PL 6 mmol Si m−3

Initial slope of P–I curve  ̨ PS 0.017 (W m−2)−1 d−1

PL 0.016 (W m−2)−1 d−1

Light dissipation coefficient of seawater ˛1 0.04 m−1

Maximum uptake rate at 0 ◦C Vmax PS 0.4 d−1

PL 0.8 d−1

Phytoplankton self-shading coefficient ˛2 0.04 m−1 (mmol N m−3)−1

Silica to nitrogen ratio RSi:N 2 mmol Si (mmol N)−1

Carbon to nitrogen ratio RCC:N 6.625 mol C (mol N)−1

Temperature coefficient for photosynthesis Kgpp PS 0.0693 (◦C)−1

PL 0.0693 (◦C)−1

Empirical Fe:C function coefficient bFe PS 28.5 (mol C m−3)−1

PL 42.6 (mol C m−3)−1

Empirical Fe:C function power ˛Fe PS 0.21
PL 0.46

Fraction of iron remineralized frem PS 0.5
PL 0.5

Half-saturation constant for Fe:C KFe:C PS 12 )mol Fe (mol C)−1

PL 16.9  !mol Fe (mol C)−1

Timescale for iron uptake tFe PS 1 d
PL  1 d
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Table  5 (Continued)

Parameter Symbol Group Value

Respiration
Respiration rate at 0 ◦C Res0 PS 0.03 d−1

PL 0.03 d−1

Temperature coefficient for respiration KRes PS 0.0519 d−1

PL 0.0519 d−1

Extracellular excretion
Ratio of extracellular excretion to photosynthesis # PS 0.135

PL  0.135

Grazing
Grazing inhibition coefficient  gr ZP on PL 4.605 (mmol N m−3)−1

ZP on ZS 3.01 (mmol N m−3)−1

Grazing threshhold Bthresh ZS on PS 0.04 mmol N m−3

ZL on PS 0.04 mmol N m−3

ZL on PL 0.04 mmol N m−3

ZP on PL 0.04 mmol N m−3

ZL on ZS 0.04 mmol N m−3

ZP on ZS 0.04 mmol N m−3

ZP on ZL 0.04 mmol N m−3

Ivlev constant ! ZS 1.4 (mmol N m−3)−1

ZL 1.4 (mmol N m−3)−1

ZP 1.4 (mmol N m−3)−1

Maximum grazing rate at 0 ◦C gmax ZS on PS 0.8 d−1

ZL on PS 0.1 d−1

ZL on PL 0.4 d−1

ZP on PL 0.2 d−1

ZL on ZS 0.4 d−1

ZP on ZS 0.2 d−1

ZP on ZL 0.2 d−1

Temperature coefficient for grazing KGra ZS 0.0693 (◦C)−1

ZL 0.0693 (◦C)−1

ZP 0.0693 (◦C)−1

Gel. zoo. 0.0693 (◦C)−1

Pred. zoo. 0.0693 (◦C)−1

Mixed layer depth, annual average MLD 80 m
Mixed  layer temperature, annual average Tavg 8.26 ◦C

Egestion and excretion
Assimilation efficiency ˛eg ZS 0.7

ZL 0.7
ZP  0.7

Growth efficiency ˇeg ZS 0.3
ZL  0.3
ZP  0.3

Decomposition
Decomposition (or nitrification) rate VDec NH4 to NO3 0.03 d−1

PON to NH4 0.1 d−1

PON to DON 0.1  d−1

DON to NH4 0.02 d−1

Opal to SiOH4 0.04 d−1

Temperature coefficient for decomposition KDec NH4 to NO3 0.0693 (◦C)−1

PON to NH4 0.0693 (◦C)−1

PON to DON 0.0693 (◦C)−1

DON to NH4 0.0693 (◦C)−1

Opal to SiOH4 0.0693 (◦C)−1

Mortality
Mortality rate at 0 ◦C Mor0 PS 0.0585 d−1

PL 0.029 d−1

ZS 0.0585 d−1

ZL 0.0585 d−1

ZP 0.0585 d−1

Temperature coefficient for mortality KMor PS 0.0693 (◦C)−1

PL 0.0693 (◦C)−1

ZS 0.0693 (◦C)−1

ZL 0.0693 (◦C)−1

ZP 0.0693 (◦C)−1
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Table 6
Derived parameters used in the equations in Appendix B. These parameters vary over time as a function of other parameters and the state variables from both the physical
and  biological models.

Parameter name Symbol Definition

Nitrogen limitation LN
NO3

KNO3
+NO3

· exp(− NH4) + NH4
KNH4

+NH4

Silica limitation LSi
SiOH4

KSiOH4
+SiOH4

Iron limitation LFe
R2

Fe:C
K2

Fe:C
+R2

Fe:C

f-ratio f
(NO3/KNO3

+NO3) · exp(− NH4)

(NO3/(KNO3
+NO3)) · exp(− NH4)+(NH4/(KNH4

+NH4))

Total nutrient limitation Lnut min (LN, LSi, LFe)
Light limitation Llight 1 − exp

(
˛Iz
Vmax

)

Empirical Fe:C ratio R0i bFe,iFeaFe,i
z

Realized Fe:C ratio Ri
BFe,i
Bi · RC:N

Table 7
Functional group-related Ecopath parameters for the simplified Eastern Subarctic Gyre ecosystem. Variables in underline represent those calculated by the Ecopath algorithm,
while  those in black were provided as input (calculated values used the central input value for B, P/B, and Q/B inputs). Additional Ecopath input variables (immigration,
emigration, biomass accumulation, detrital import, fisheries catch, and fisheries discard) were all set to zero for the simulations used in this study.

Group B (g ww m−2) P/B (year−1) Q/B (year−1) EE GE GS

Min Max Min Max Min Max

Albatross 2E−05 6E−05 0.03 0.07 65.272 97.908 0.05 6.128E−04 0.2
Mammals and sharks 0.018  0.113 0.082 0.286 9.185 19.199 0.003 0.013 0.2
Neon  flying squid 0.09 0.81 1.022 4.088 2.482 9.928 0.924 0.412 0.2
Orcas  1.4E−05 4.2E−05 0.015 0.035 8.928 13.392 0E+00 0.002 0.2
Boreal clubhook squid 0.002 0.022 1.022 4.088 2.92 11.68 0.207 0.35 0.2
Seabirds 8.3E−05 2.49E−04 0.052 0.121 78.585 117.88 0.03 8.77E−04 0.2
Pomfret 0.042 0.378 0.45 1.05 3.75 0.625 0.2 0.2
Piscivorous seabirds 2.83E−04 8.49E−04 0.06 0.14 86.241 129.36 0.025 9.276E−04 0.2
Large  gonatid squid 0.006  0.054 1.022 4.088 2.92 11.68 0.207 0.35 0.2
Salmon 0.095 0.285 1.494 1.9 10.637 13.526 0.276 0.14 0.2
Baleen whales 0.017 0.051 0.012 0.028 3.87 5.805 0.127 0.004 0.2
Micronektonic squid 0.874 1.2 4.8 4.5 25.5 0.9 0.2 0.2
Mesopelagic fish 0.9 8.1 0.36 1.44 0.9 5.1 0.163 0.3 0.2
Pelagic forage fish 0.949 0.6 2.4 1.5 8.5 0.9 0.3 0.2
Saury  0.09 0.81 0.64 2.56 2.37 13.43 0.592 0.203 0.2
Large  jellyfish 0.8 7.2 0.9 5.1 3 17 0E+00 0.3 0.2
Predatory zooplankton 5.314 28.024 0.767 4.344 3.614 20.477 0.224 0.212 0.2
Large  zooplankton 9.229 83.059 3.256 10.698 8.517 0.562 0.3 0.3
Gelatinous zooplankton 8.55 25.65 1.902 10.777 21.772 123.37 0.033 0.087 0.2
Copepods 28.59 34.943 20.768 25.384 79.083 0.874 0.3 0.3
Microzooplankton 22.172 27.099 33.161 40.53 163.033 0.577 0.3 0.3
Small  phytoplankton 31.737 95.211 59.426 72.631 0.639
Large phytoplankton 8.267 74.406 38.305 46.817 0.776
PON 90 110

Table 8
Flux-related Ecopath parameters for the simplified Eastern Subarctic Gyre ecosystem. DCij = diet composition, Q ∗

ij
= mass-balance consumption, Xij = top-down functional

response parameter, and Dij = bottom-up function response parameter, where i indicates the prey index and j the predator index.

i j DCij Q ∗
ij

Xij Dij i j DCij Q ∗
ij

Xij DCij

3 1 0.686 0.0022 2 2 17 9 0.1133 0.0248 2 2
5  1 0.0183 0.0001 2 2 18 9 0.31 0.0679 2 2
9  1 0.0457 0.0001 2 2 20 9 0.2368 0.0519 2 2

12  1 0.05 0.0002 2 2 12 10 0.078 0.1791 2 2
14  1 0.1 0.0003 2 2 13 10 0.1069 0.2456 2 2
15 1 0.1 0.0003 2 2 14 10 0.1069 0.2456 2 2

3  2 0.2501 0.2323 2 2 17 10 0.0051 0.0118 2 2
5  2 0.0067 0.0062 2 2 18 10 0.4681 1.0751 2 2
7  2 0.1055 0.098 2 2 19 10 0.1317 0.3024 2 2
9  2 0.0167 0.0155 2 2 20 10 0.1033 0.2372 2 2

10 2 0.0953 0.0886 2 2 3 11 0.0229 0.0037 2 2
12  2 0.134 0.1245 2 2 5 11 0.0006 0.0001 2 2
13  2 0.0502 0.0466 2 2 7 11 0.0029 0.0005 2 2
14  2 0.1154 0.1072 2 2 9 11 0.0015 0.0002 2 2
15  2 0.2261 0.21 2 2 10 11 0.0026 0.0004 2 2

3  3 0.295 0.8237 2 2 12 11 0.025 0.0041 2 2
12  3 0.223 0.6227 2 2 13 11 0.0625 0.0102 2 2
13  3 0.105 0.2932 2 2 14 11 0.076 0.0124 2 2
14  3 0.319 0.8907 2 2 15 11 0.0063 0.001 2 2
15  3 0.058 0.162 2 2 17 11 0.1373 0.0224 2 2

1 4 0.0003 9.9994E−08 2 2 18 11 0.3757 0.0614 2 2
2 4 0.1184 0 2 2 20 11 0.287 0.0469 2 2



K.A. Kearney et al. / Ecological Modelling 237– 238 (2012) 43– 62 61

Table  8 (Continued)

i j DCij Q ∗
ij

Xij Dij i j DCij Q ∗
ij

Xij DCij

3 4 0.0457 0 2 2 12 12 0.05 0.6555 2 2
5  4 0.0012 3.8123E−07 2 2 17 12 0.163 2.1372 2 2
6 4 0.0014 4.2497E−07 2 2 18 12 0.4462 5.8492 2 2
7  4 0.0583 0 2 2 20 12 0.3408 4.4681 2 2
8  4 0.0046 1.4405E−06 2 2 17 13 0.21 2.835 2 2
9  4 0.0031 9.5306E−07 2 2 18 13 0.442 5.967 2 2

10  4 0.0528 0 2 2 20 13 0.348 4.698 2 2
11 4 0.2754 0.0001 2 2 17 14 0.1716 0.8142 2 2
12  4 0.05 0 2 2 18 14 0.4697 2.2285 2 2
14 4 0.264 0.0001 2 2 20 14 0.3588 1.7023 2 2
15  4 0.125 0 2 2 17 15 0.1338 0.4757 2 2
12  5 0.99 0.0867 2 2 18 15 0.3662 1.3018 2 2
14  5 0.01 0.0009 2 2 20 15 0.5 1.7775 2 2
12 6 0.428 0.007 2 2 17 16 0.0798 3.1912 2 2
14 6 0.2949 0.0048 2 2  18 16 0.2184 8.734 2 2
15  6 0.2771 0.0045 2 2 19 16 0.0819 3.274 2 2
12  7 0.75 0.5906 2 2 20 16 0.62 24.8 2 2
13 7 0.08 0.063 2 2 18 17 0.2 40.153 2 2
15  7 0.04 0.0315 2 2 20 17 0.8 160.62 2 2
17 7 0.03 0.0236 2 2 20 18 0.55 219.79 10 27.04
18  7 0.09 0.0709 2 2 21 18 0.205 219.79 10 27.04
20  7 0.01 0.0079 2 2 23 18 0.245 109.9 10 6.1116
12  8 0.2816 0.0172 2 2 20 19 0.25 310.25 2 2
14  8 0.277 0.0169 2 2 21 19 0.25 310.25 2 2
15 8 0.277 0.0169 2 2 23 19 0.5 620.5 2 2
18  8 0.0932 0.0057 2 2 21 20 0.217 1175.3 10 7.7258
20  8 0.0712 0.0043 2 2 22 20 0.212 1175.3 10 1.9315
12  9 0.33 0.0723 2 2 23 20 0.571 1567 10 5.7944
14  9 0.01 0.0022 2 2 22 21 1 8163.2 10 2.2344
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